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ABSTRACT
Engineering large-scale industrial systems mandate an effective
Requirements Engineering (RE) process. Such systems necessitate
RE process optimization to align with standards, infrastructure
specifications, and customer expectations. Recently, artificial intel-
ligence (AI) based solutions have been proposed, aiming to enhance
the efficiency of requirements management within the RE process.
Despite their advanced capabilities, generic AI solutions exhibit
limited adaptability within real-world contexts, mainly because
of the complexity and specificity inherent to industrial domains.
This limitation notably leads to the continued prevalence of manual
practices that not only cause the RE process to be heavily dependent
on practitioners’ experience, making it prone to errors, but also
often contributes to project delays and inefficient resource utiliza-
tion. To address these challenges, this Ph.D. dissertation focuses on
two primary directions: i) conduct a comprehensive focus group
study with a large-scale industry to determine the requirements
evolution process and their inherent challenges and ii) propose
AI solutions tailored for industrial case studies to automate and
streamline their RE process and optimize the development of large-
scale systems. We anticipate that our research will significantly
contribute to the RE domain by providing empirically validated
insights in the industrial context.
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1 INTRODUCTION
In the manufacturing industry, specifically within the railway do-
main, RE establishes a foundation to ensure the reliability of the
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Figure 1: Overview of the requirements flow

software system under development. This is achieved by document-
ing clear, concise, and testable system-level requirements. Such sys-
tems consist of multiple interacting sub-systems or modules, which
include, but are not limited to, traction, propulsion control, doors,
and brakes [1]. Developing such sub-systems and their specific
features depends on the user-centered requirements. This objective
is realized by a systematic progression of RE stages, initiating with
the elicitation of high-level customer requirements, extending to
detailed feasibility analysis, and concluding with their verification
and strategic allocation to sub-system modules for development [5].
In this context, the engineers and stakeholders must dedicate con-
siderable time and effort to perform such RE tasks. In the industrial
sector, the RE process predominantly depends on manual practices.
This leads to inconsistencies, prolongs the feedback cycle and can
adversely impact the quality of the system under development.

Figure 1 shows an overview of the requirements management
process observed in the railways’ domain, focusing on the prac-
tices of our industrial partner Alstom1. The process commences
with traditional tender calls initiated by customers seeking bids
to procure specific products. A typical large tender document in-
cludes 600 to 1800 individual segments of natural language text
encompassing high-level technical specifications (requirements),
supporting information, and contractual obligations. The effective
response to tender calls demands detailed risk analysis and time
estimation to deliver the end products. Therefore, extracting high-
level requirements from tender documents is crucial for enabling
successful project acquisition and aiding in later RE activities. Cur-
rently, within the process, the vehicle team performs the task of
manual labeling to distinguish between requirements and general
1https://www.alstom.com/alstom-sweden
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information in tender documents 1 . Once the agreed-upon cus-
tomer requirements are extracted, they are allocated to multiple
sub-system teams for implementation and rigorous testing. The
requirements are assigned manually through a requirement man-
agement tool2, where the relevant team can accept or reject them,
especially if they are unrelated to their scope of work 2 . If a
requirement is incorrectly assigned to a sub-system team, the team
will reject it, causing the repetition of the manual allocation process
until the error is rectified. This results in extended feedback cycles,
contributing to delays in project completion and an increase in time
and effort.

While the effectiveness of current RE practices in developing
highly reliable systems across various industries is evident, there is
a growing imperative for enhanced support in the RE process. In
this regard, the advent of advanced NLP and large language models
(LLMs) can efficiently optimize complex industrial RE practices [6],
especially when dealing with large amounts of textual artifacts.
This is because requirements are predominantly expressed in nat-
ural language for developing large-scale systems across various
industries. Therefore, context-driven NLP approaches offer scalable
solutions that can support RE activities, such as identifying re-
quirements from tender documents and allocating them to different
sub-systems teams for development. Such AI-driven solutions can
facilitate the project acquisition workflow and smart management
of requirements in the industry, leading towards efficient develop-
ment of large-scale systems.

Related Work. In the last decade, AI-based technologies have
evolved rapidly and significantly adopted in various domains for
multiple tasks [2, 13, 24, 36]. Within the realm of RE, multiple stud-
ies have proposed NLP-based solutions to support various stages of
the RE process. This includes detecting linguistic issues in require-
ments [20, 21], classifying requirements into different categories
[3, 23, 33], and establishing traceability links between requirements
[26, 31]. A recent mapping study by Zhao et al. [36] comprehen-
sively analyzed over 350 NLP solutions and their applications in
various phases of RE, demonstrating the growing interest and po-
tential in the area. However, the study also indicates that only 7%
of the proposed solutions are evaluated in real-world industrial
contexts. This leads to a significant challenge in adapting such ap-
proaches to support the RE process in industrial settings. According
to the survey by Fernández et al. [19], only 16% of the companies
are using automated techniques for the RE process. The issue arises
primarily because existing proposed approaches are often evalu-
ated on public datasets annotated by students or researchers (e.g.,
PROMISE [14]) and fail to scale effectively to the specific industrial
domains’ needs and complexities.

As a result, there is a pressing need to develop and empirically
evaluate various AI-driven solutions that effectively capture the
nuances of the industrial domain concerning the RE tasks. In this
regard, such solutions can enable adaptability in industrial settings
to streamline multiple activities within the RE process. Furthermore,
practitioners operating in a requirements-centered context, such as
the railways domain, can significantly benefit from these AI-tailored
solutions.

2https://www.ibm.com/se-en/marketplace/requirements-management

2 RESEARCH HYPOTHESIS
The research hypothesis is formulated as follows:

In developing large-scale industrial systems, the reliance
on manual RE practices makes the development process
error-prone, leading to scalability issues, project comple-
tion delays, and suboptimal resource utilization. By inte-
grating NLP-based LLMs as automated tools, there is a
potential to refine the RE process substantially. This en-
hancement is expected to mitigate project delays and foster
more efficient management of resources and time in the
RE process.

To test our hypothesis, we developed AI-driven solutions tai-
lored to address the industry challenges within the RE process,
specifically in identifying requirements and allocating them to mul-
tiple sub-system teams. For this purpose, we employed five recent
representative tender documents from the railway domain. We em-
pirically evaluated various classification methods to determine the
most effective approach, from traditional machine learning and
deep learning models to state-of-the-art LLMs. The results indicate
that the proposed solutions are viable for real-world applications
and establish a foundation for the early stage of technological adap-
tion for automated RE processes within the industry.

3 METHODOLOGY
The proposed methodology employs a hybrid approach. Initially, a
qualitative study will delve into the evolution of requirements and
the challenges encountered in the RE process within an industrial
context. Subsequently, the research conducts an empirical evalua-
tion, employing multiple AI techniques in industry-focused case
studies to automate RE tasks. This section will introduce two key
research directions: the evolution of requirements, their challenges
in the railway industry, and the proposed solutions to address these
challenges.

A. Requirements evolution and RE practices at scale

Problem: Large-scale industries, such as railways, are character-
ized by complex, multi-faceted systems that involve various teams
and stakeholders with different needs and perspectives [1]. It in-
volves multiple activities, from the initial requirements elicitation,
development, and testing phases to the deployment of systems. Each
stage consists of unique requirement specifications that dynam-
ically evolve because of technological advancements, regulatory
shifts, and stakeholder needs. Understanding the evolution of re-
quirements across various systems will facilitate the identification
of distinct RE practices among different teams. Furthermore, simi-
lar patterns can be established to report common challenges and
opportunities to improve the requirements management process
throughout its entire lifecycle.
Proposed Approach: Following the guidelines of Breen [10], our ap-
proach is to conduct a focus group study, a qualitative research
technique, with our industrial partner. This method is designed to
collect diverse insights and perspectives from practitioners working
across geographically distributed teams to develop their respective
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sub-systems. The study aims to report an in-depth understanding
of the dynamics, challenges, and strategic approaches inherent in
the evolution of requirements. We anticipate that the results can in-
form the development of tailored RE tools and address management
strategies for developing and standardizing RE practices within an
industrial context.
Expected timeline: We plan to complete this work in six months.

B. Challenges within the RE process in the railway industry

Currently, two key areas have been identified through informal
interviews and discussions with our industrial partner. We treated
them as industrial case studies and evaluated the proposed solu-
tions by following the guidelines of Runeson et al. [27] for reporting.
Below, we discuss them in detail.

Case Study A. Requirements Identification from tender documents

Problem: Requirements specifications in tender documents serve
as the central artifacts within the RE process as they outline the
essential characteristics, qualities, and safety standards required for
the system-to-be. In practical situations, the analysts are required
to manually review such extensive documents, a process that is
both prone to errors and time-consuming. Multiple studies have
focused on automating requirements identification and classifica-
tion tasks in the literature [3, 18]. However, these studies typically
use traditional language models or single-sentence as a unit for
the classification. In our case, the requirements or other support-
ing information consist of text fragments expanding over multiple
sentences, making the existing evaluation of language models in-
adequate. Therefore, we rigorously evaluated various traditional
and state-of-the-art language models for identifying requirements,
utilizing open-source and industrial datasets. The work aims to
automate RE task, i.e., distinguishing between requirements and
other supporting information from tender documents within an
industrial context.
Proposed Approach: The task is treated as a binary classification
problem. We first apply multiple NLP techniques such as tokeniza-
tion, part-of-speech tagging (POS), lemmatization, and stop-word
removal to preprocess the datasets. Since the preprocessing of tex-
tual data can impact the performance of the language models, we
trained them with and without preprocessing methods. To achieve
efficient feature representation, we employed a lexical method, i.e.,
term frequency-inverse document frequency (tf-idf) and semantic
techniques (FastText3 and GloVe4) for training language models.
Consequently, we constructed pipelines for the empirical evalua-
tion of language models. These include traditional ML methods,
fine-tuned LLMs such as the Bidirectional Encoder Representations
from Transformers model (BERT) [17] and its variants, and few-
shot classifiers.
Results: The pipelines are evaluated on five industrial tender docu-
ments and the open-source Dronology dataset [15]. We employed
five-fold stratified cross-validation to assess the language models’
generalizability. In both datasets, the BERT uncased language model

3https://fasttext.cc
4https://nlp.stanford.edu/projects/glove

Figure 2: Overview of the Requirements Allocation approach

demonstrated better performance than other pipelines. The best
average recall measure reported for industrial and open-source
datasets was 82% and 88%, respectively.
Expected timeline: This part of the work has been published in
REFSQ [8].

Case Study B. Requirements Allocation to multiple sub-system teams

Problem: In large-scale industrial systems, the platforms under
development are typically decomposed into multiple interacting
sub-systems. This approach promotes architectural modularity and
maintainability [29]. In this context, the sub-system teams are re-
sponsible for the development, testing and integration of the as-
sociated requirements, thereby providing enhanced control over
the entire RE process. In current practices, the requirements ana-
lyst performs the requirements allocation manually, a process that
is not only time-intensive but subject to errors. In the literature,
only a few studies have focused on requirements allocation [4, 12].
Furthermore, the previous work does not augment the classifica-
tion process with additional information that could further support
well-informed requirements allocation.
Proposed Approach: The approach consists of two modules to auto-
mate the requirements allocation task: the Assigner and Augmenter
(as shown in the figure 2). The Assigner module is a classification
pipeline that first applies text preprocessing techniques to remove
the noisy elements from textual requirements and then utilizes a
language model to predict the relevant sub-system team. We se-
lected the language model based on empirical evaluation of various
classification techniques. The Augmenter module is designed to
generate supplementary supporting information to complement
the predictions generated by the assigner module. It employs lexical
similarity-based measurements to generate augmentations by re-
trieving the most likely sub-system teams. The Augmenter pipeline
creates the clusters and searches for the most closely related re-
quirements utilizing the same requirements document as Assigner.
Subsequently, it assesses if the teams predicted by the Assigner
correspond with the teams of the most similar requirements, as
identified based on lexical feature analysis. This can be regarded
as a complementary channel to provide enhanced guidance to the
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requirements analyst in making informed decisions about require-
ments allocation.
Results: We independently evaluate the Assigner and Augmentor
modules on six recent and representative requirement documents.
The documents were already annotated with ground truth on 15+
team allocations of the requirements. For Assigner module, we
considered multiple classification pipelines and achieved the best
average recall score of 67% with the BERT uncased language model.
We also assessed the domain’s vocabulary coverage in BERT-based
LLMs and their variations. On average, 65% of the datasets’ unique
words were out-of-vocabulary (OOV) in pre-trained LLMs. Despite
the ability of such LLMs to handle OOV words, their presence im-
pacts the performance of downstream classification tasks. For the
Augmentor module, we selected the most effective pipeline from
the Assigner and then evaluated the generated augmentions (ad-
ditional information). This is essential because the two modules
are interdependent; the Augmentor relies on the predictions made
by the Assigner to create its augmentations. On average, in 31%
cases, the Augmentor outputs the correct team when the Assigner
incorrectly predicts the team.
Expected timeline: This work has been published in RE [7].

C. Generative LLMs for RE tasks

Problem: LLMs are initially trained on a wide range of open-source
datasets. Utilizing transfer learning, such models have demon-
strated exceptional performance in downstream tasks like require-
ments classification on domain-specific datasets [16, 22]. However,
LLMs like BERT and its variants are discriminative for classification
tasks and cannot provide additional explanations for their deter-
ministic predictions. This is because the architecture and training
objectives of BERT LLMs do not inherently support the gener-
ation of human-like rationales or explanations. Such rationales
are crucial for the adaptability of LLMs in an industrial context,
as they enhance the trustworthiness of LLM predictions. As a re-
sult, this allows a more efficient human-in-the-loop approach for
decision-making and sanitizing the final outputs [9]. In this regard,
the generative LLMs, including GPT-3 [11] and LLaMA [30], can
address the challenges of discriminative LLMs for requirements
classification tasks. Generative LLMs can generate classification de-
cisions and human-like rationales based on the prompting approach
[35]. While state-of-the-art generative LLMs exhibit capabilities
in various software evolution and maintenance tasks, such as ex-
tracting relevant information from bug reports [34] and generating
code [25], their application and evaluation in the RE domain have
not been explored.
Proposed Approach: We plan to perform rationale-augmented learn-
ing with generative LLMs for requirements classification tasks in
industrial settings. Specifically, the tasks are based on two industrial
cases: the first involves identifying the severity of GitHub issues
and the second entails allocating high-level system requirements to
multiple teams (similar to Case Study B). In this regard, we plan to
devise an approach based on a chain-of-thoughts prompting [32]
with in-context learning to support the classification tasks. The
chain-of-thoughts prompting—a series of intermediate reasoning
steps—provides an efficient way to generate the explanation be-
hind the classification of requirements. The method leverages the

generative LLMs’ ability to learn from a few examples within the
prompt to generate natural language rationales for the given task
effectively. The initial aim is to conduct a comprehensive ablation
study to assess the effectiveness of the different components in the
chain-of-thoughts prompt for generative LLMs. Furthermore, we
will conduct a large-scale industrial evaluation to assess the ability
of the proposed approach. The evaluation will include the classifica-
tion decisions and the supporting rationales. The plan also includes
empirically evaluating the requirements classification decisions of
both discriminative and generative LLMs.
Expected Timeline: This part of the work will be completed in the
next 1.5 years.

4 CONCLUSION
RE is a widely recognized discipline marked by well-established
concepts to deliver highly reliable industrial systems. However, the
ongoing technological advancements and growing system complex-
ities demand additional support in the RE process to develop large-
scale systems efficiently. In this regard, researchers have focused on
applying AI techniques to automate various tasks in the RE domain.
Nevertheless, such solutions often encounter challenges in adapt-
ability within industrial contexts. This is because most existing
approaches are evaluated on public datasets and fail to capture the
complexities inherent in the industrial domain. Moreover, most of
the current AI solutions, while useful, do not offer supporting expla-
nations or rationales for the RE tasks necessary for well-informed
decision-making in the industry. This Ph.D. work delves into these
challenges and delivers AI-tailored solutions that are developed to
augment multiple RE activities. The progress in ongoing research
and plans aims to address the identified challenges encountered in
the industrial RE process. Specifically, this work proposes AI-based
solutions to augment multiple essential RE activities in the studied
context, i.e., identifying requirements from tender documents and
allocating requirements to different sub-system teams for devel-
opment. The dissertation outcomes will support the stakeholders
working in the requirements-centered context by alleviating their
workload. Consequently, this contributes to minimizing project
delays and improving resource utilization and time management
efficiency while developing large-scale systems.

Future Work. While the current research primarily utilizes deter-
ministic AI approaches, i.e., BERT LLMs, to support the identified
industrial use cases, the plan is to expand the exploration by eval-
uating and integrating generative LLMs. This is because of the
generative LLMs’ ability to provide additional rationales explain-
ing the decision process for a specific task. This advancement will
significantly enhance the practitioners’ confidence in the results
generated by such solutions. Moreover, it will enable the adoption
of AI-based approaches within industrial settings to support the
efficient development of large-scale systems.
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