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Abstract

Over the past few decades the use of industrial robots has
increased a company’s efficiency as well as strengthening
their competitiveness in the market. Despite this
fact, in many cases, robot automation investments are
considered to be technically challenging as well as
costly by small and medium sized enterprises (SME).
We hypothesize that in order to make industrial robots
more common within the SME sector, the robots should
be reprogrammable by task experts rather than robot
programming experts. Within this project we propose to
develop a high level language for intelligent human robot
interaction that relies on multi-sensor inputs providing an
abstract instructional programming environment for the
user. Eventually to bring robot programming to stage
where it is as easy as working together with a colleague

1. Introduction

Robots have become more powerful and intelligent over
the last decades. Companies producing mass market
products such as car industries have been using industrial
robots for machine tending, joining and welding metal
sheets for several decades now. Thus, in many cases
an investment in industrial robots is seen as a vital
action that will strengthen a company’s position in the
market because such an investment will increase their
production rate. However, in small medium enterprises
(SME’s) robots are not commonly found. Even though
the hardware cost of industrial robots has decreased, the
integration and programming costs of these industrial
robots make them unfavorable for SME’s. No matter
how simple the production process might be, to integrate
the robot, one has to rely on a robot programming
expert. Either the company will have to setup a software
department responsible for programming the robots or
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will have to out-source this need. In both cases these
financial efforts do not pay up [11].

Also an industrial robot must be placed in a cell that
will occupy valuable workspace and maybe operate only
a couple of hours a day. It is, thus, very hard to motivate
for an SME, which is constantly under pressure, to carry
out a risky investment in robot automation. Obviously,
these issues result in challenges with regard to high costs,
limited flexibility, and reduced productivity.

In order to make industrial robots more favorable
in the SME sector, the issues of flexibility has to be
resolved. Typically for those SMEs, that have frequently
changing applications, it is quite expensive to afford
a professional programmer or technician, therefore an
optimal human robot interaction solution is strongly
demanded. Using a high-level language, which hides
the low-level programming from the user, will enable a
task expert who has knowledge in manufacturing process
to easily program the robot and let the robot to switch
between previously learned tasks.

For the past two decades, there has not been a
significant leap forward in the world of industrial robot
programming. Programming by coding has been the
only way to manipulate or control the robot. However
recently some higher level programming has been done
in some industries. Recently automatic programming
of robot has gained interest. Automatic programming
systems can be grouped in three categories; Learning
systems, programming by demonstration, and instructive
systems. In learning systems, the robot learns from
user provided examples and self exploration [1, 2, 14].
First the robot watches and observes the user through
a range of sensors and then tries to imitate the user.
Programming by demonstration is also a common way
of tutoring robots for trajectory oriented tasks such as arc
welding or gluing [11]. Myers et al. used programming
by demonstration to teach the robot subtasks which are
then grouped into sequential tasks by the programmer [9].
Calinon and Billard presents a probabilistic framework
for robot programming by demonstration where the robot



Figure 1. Block diagram of the proposed system.

learns new skills through human guidance [4].

In the case of instructive systems, series of instructions
are given to the robot. This type of programming
is best suited for executing series of tasks that the
robot is already trained for. Using speech in order to
instruct a robot provides a natural and intuitive way.
Lauria et al. uses a speech based natural language
input in order to navigate a mobile robot to move to
different locations through specified routes [7]. Brick and
Scheutz provides an incremental framework where the
robot can act as the sufficient information to distinguish
the intended referent from perceivable alternatives, even
when this information occurs before the end of the
syntactic constituent [3]. Hand gestures is also used as
input; Voyles and Khosia integrated a gesture based set of
commands into programing by demonstration framework
[13]. Strobel et al. uses static gestures to direct the
attention of the robot to a specific part of the scene
[12]. Combining the two modalities can even provide
improved robustness [6]. McGuire et al. makes use of
speech and static gestures in order to draw the the robot’s
attention to the object of interest for grasping [8].

In this paper we propose a system for interacting with
a robot. The proposed system consists of two integrated
parts: a high-level language for human robot interaction
and a cognitive robot architecture for robot knowledge
representation. These two parts are highly integrated with
each other, which makes this approach unique.

2. System architecture

The intelligent human robot interaction system (iHRI)
proposed in this work addresses interaction between a
human and a robot in a, for a human, natural way.
The system consists of two parts: cognitive robot

architecture (µ-cognition) and a high-level language (µ-
language) as presented in Figure 1. The µ-language is
a multi-modal language, which is used for interaction
between a user and robot, whereas the µ-cognition is
a cognitive robot architecture, thus a system for robot
knowledge representation. These two systems are highly
integrated with each other. A user that will interact
with a robot will use the µ-language. This means
that all information transfered between user and robot
will go through this high level language. Note that
the language will be designed in a way to allow two-
way communication. This means that the robot can
give feedback to a user when needed. This is highly
important since all forms of interactions, e.g., handling
ambiguities, resetting the whole system, and repeating a
sequence, must be dealt within the same framework. µ-
cognition is used for storing, representing and retrieval
of information. The architecture of this system is similar
to functional models of human memory function [10]. It
consists of sub systems dedicated to specific functions:
robot long term (rLTM), robot short term (rSTM), and
robot working memory (rWM). These sub systems have
different time windows as well as functions. The strength
and uniqueness of the iHRI approach comes from that
the knowledge representation part and the interaction
language are strongly integrated with each other. We
hypothesize that these two parts must be present from the
early beginning of the system design.

The communication language has to be highly intuitive
to use for task experts as well as other engineers involved
in a production process. This is one of the main issues
that the proposed system has to address. Instructing the
robot using the µ-language will be carried out mainly
through 4 modalities: (i) hand gestures, (ii) speech,
(iii) vision based object recognition. In a latter phase
of the project (iv) hand and body postures will be



Figure 2. Sample cell environment demonstrating the µ-Object as the user giving commands to the τ -Object, in this case the robot.
And a set of ω-Objects on the workbench.

introduced. Note that these modalities are common in
human to human communication, thus, the goal is to
make interaction to adapt to humans and not the opposite.
It will be possible to extend this language with other
modalities in the future.

The high level language proposed in this work
is equipped with methods for representing and
manipulating with objects. In the world defined by
the µ-language there are three categories of objects. The
µ-objects belong to the most important category, i.e.,
the instructor. This object can either be a human or a
robot. This object is the object that gives instructions to
other objects in the world, and hence in a certain time
window, there is only one µ-object. Humans or robots
that are (actively or passively) listening to the µ-object
are defined as the τ -objects. The world itself consists of
two conjunctive domains: (i) the robot cell (ii) everything
that is outside the robot cell.

In the simplest way of communication, as in Figure
2, the world consists of a human instructing a robot. In
this case the human is the µ-object, and the robot is a τ -
object. Most likely the robot is in the cell and the human
is outside the cell. When the robot gives feedback to
the user, e.g. verifying that it understands a command
it becomes the µ-object, consequently the user becomes
a τ -object. The third category of objects consists of
all other objects that can be found in the world. These
objects are called the ω-objects, and are grouped under
five sub categories: (i) manufacturing parts, (ii) movable
tools, (iii) non-movable machines used by robots and/or
humans, (iv) working benches, (v) miscellaneous objects.

A conversation using the µ-language can be divided

into (or mapped to) semantical units all having a well-
defined meaning in the µ-language as well as in a natural
language, e.g. “the robot is waiting for additional
instructions”, “robot moving closer to object X”, and
“robot does not understand”. At a given time more
than one such semantical unit can be active. Until
now we have defined object types and semantical units
of the µ-language. We hypothesize that these two
concepts of the µ-language are strongly connected to
the µ-cognition module, since this module deals with
knowledge representation.

In the prototype that is currently under development,
the µ-cognition module consists of a 3-component
memory system: robot long term (rLTM), short term
(rSTM), and working memory (or working attention)
(rWM). The rLTM can be interpreted as a database
holding information about the robot and the cell, objects
that might be in the cell and their features, and
relationships between them. In the rLTM information
about previous tasks as well as all users is stored. Thus,
during interaction, the user or the robot will be able
to recall information from previous experiences. These
experiences might be associated with the user or the
task. The rLTM is the knowledge base of the robot.
On the contrary the rSTM operates in a restricted time
domain, and hence, is responsible for the sensor input to
the robot and items retrieved from the rLTM. The rSTM
operates in theory on 20-30 seconds. These two memory
systems are coordinated by the rWM. The rWM is, thus,
the master and almost all communication with the robot
through the high level language will go through the rWM.
In theory the time window of the rWM is restricted
to few seconds, and its storage capacity is limited to



few facts about objects, such as their relationships, and
operations involving objects. In contrast to rSTM and
rLTM modules the rWM will produce new facts about
the environment. This makes the rWM unique in the
proposed system.

We hypothesize that a memory system with limited
capacity will play an important role in meeting real-
time requirements of the system. As in humans the
rWM module and the µ-language are strongly connected
to each other. The robot always has to keep track of
the semantical units as well as important objects, like
the µ-object. This is done in the rWM. Since the
rWM coordinated most of the information flow between
different parts of the whole system it has to both rely on
the other two memory models as well as equipped with
methods for “forgetting” information. One of the main
challenges of this project is to design algorithm, which is
responsible for the function of the rWM module. Note
further that the memory system proposed in this is work
is not hierarchical.

3. Conclusion and Future Work

In this paper we presented an abstract language model for
interacting with industrial robots. The main advantage
of the architecture is that it integrates the language and
cognitive memory model into one framework. We will
determine a well defined grammar for our language and
will work on a tight integration scheme with vision[5]
and audio sensors. Eventually this high level language
will not be only limited to industrial robots but can be
used to program other service robots as well.
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